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Abstract

The presence of noise and absence of contrast in electron micrographs lead to a reduced resolution of the final 3D reconstruction, due
to the inherent limitations of single-particle image alignment. The fast rotational matching (FRM) algorithm was introduced recently for
an accurate alignment of 2D images under such challenging conditions. Here, we implemented this algorithm for the first time in a stan-
dard 3D reconstruction package used in electron microscopy. This allowed us to carry out exhaustive tests of the robustness and reli-
ability in iterative orientation determination, classification, and 3D reconstruction on simulated and experimental image data. A
classification test on GroEL chaperonin images demonstrates that FRM assigns up to 13% more images to their correct reference ori-
entation, compared to the classical self-correlation function method. Moreover, at sub-nanometer resolution, GroEL and rice dwarf
virus reconstructions exhibit a remarkable resolution gain of 10–20% that is attributed to the novel image alignment kernel.
� 2005 Elsevier Inc. All rights reserved.
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1. Introduction

In single-particle analysis of electron microscopy (EM)
images, a reference-based refinement strategy typically in-
volves the following three steps (Baker and Cheng, 1996;
Baker et al., 1999; Frank et al., 1996; Ludtke et al., 1999,
2004; van Heel et al., 1996): (1) classification, which deter-
mines the two out-of-plane rotational parameters among
the five parameters associated with each raw image; an im-
age is compared to a set of reference projection images gen-
erated from a 3D model and then assigned to the most
similar projection class. (2) Class averaging, which deter-
mines the remaining three in-plane parameters; here, the
particles within a class are aligned to the reference image
and then averaged to generate a new class average to en-
hance the signal-to-noise ratio (SNR). (3) Reconstruction,
where the class averages with assigned Euler angles are
1047-8477/$ - see front matter � 2005 Elsevier Inc. All rights reserved.
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used to construct a new 3D model for the next round of
refinement.

In the classification and class averaging, where the five
rigid body parameters of each raw particle image are as-
signed, the 2D image alignment algorithm determines the
accuracy of orientation and center assignment, which ulti-
mately affects the quality of the 3D reconstruction. There-
fore, the 2D alignment remains as one of the essential
algorithmic performance bottlenecks in single-particle
reconstruction. In contrast to the experimental limitations
such as heterogeneity of the data and instrument parame-
ters (Baldwin and Penczek, 2005; Chiu et al., 2005; Cong
et al., 2003; Frank, 1996; Joyeux and Penczek, 2002), lim-
itations in 2D alignment can be remedied computationally
in the post-processing stage of collected images.

In previous work, the fast rotational matching (FRM)
algorithm was introduced, where the in-plane alignment
was achieved by a systematic search of three parameters
(Cong et al., 2003): the 2D fast Fourier transform (FFT)
was used to accelerate a 2D rotational search while the
remaining single translational parameter was obtained by
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exhaustive scanning within a limited range. Based on 2D
images it was demonstrated that FRM combines the accura-
cy of polar coordinate sampling (RPC) (Joyeux andPenczek,
2002; Penczek et al., 1992) with the efficiency of self-correla-
tion function (SCF) alignment (Frank et al., 1978; Schatz
and van Heel, 1992; van Heel et al., 1992). However, in the
original work the FRM algorithm was only evaluated in
2D on simulated EM images. Here, we have evaluated
FRM performance for the first time on actual experimental
images and in the context of a complete iterative 3D recon-
struction project. The evaluation on 3D data presented in
the following offers novel insights into the dependence of
EM map resolution on the 2D image alignment quality.

In the open source package EMAN for single-particle
reconstruction from transmission electron micrographs
(Ludtke et al., 1999, 2001, 2004), the SCF method is the de-
fault alignment kernel in the classification and the class aver-
aging procedures. The SCF method is computationally
efficient; however, it suffers from the intrinsic sensitivity to
noise, especially when dealing with data at low SNR (Cong
et al., 2003; Joyeux and Penczek, 2002). To improve the pre-
cision of this alignment routine, a local refinement stepwith a
simplex minimizer was originally added after the SCF align-
ment routine, producing alignments with sub-pixel and sub-
degree precision (Ludtke et al., 2004). In this work, we fully
integrated FRM as an alternative alignment function in
EMAN, specifically, in the classification program classes-

bymra and the class averaging program classalign2. This en-
ables us, for the first time, to utilize FRM as the alignment
kernel as part of the 3D reconstruction steps.

Below, a classification accuracy test (to determine the two
out-of-plane parameters) is conducted on a simulated
GroEL data set containing 930 randomly rotated, translat-
ed, noise-corrupted images at all possible projection direc-
tions. Because SCF is the default alignment algorithm in
EMAN, we also provide the performance results of SCF
as a performance standard. Besides, to evaluate the overall
accuracy of FRM and its robustness to noise, reconstruc-
tions were performed on simulated data sets of GroEL at
different noise levels. In these tests, reconstructions with
and without the additional sub-pixel refinement are con-
ducted to evaluate the performance of pure alignment algo-
rithms as well as the effect of the local refinement in the 3D
reconstruction process. Finally, to validate the reliability of
FRM in dealing with realistic noisy data sets, the state-of-
the-art 3D reconstruction of a rice dwarf virus (RDV) is pre-
sented. RDVwas chosen because a 6.8 Å cryogenic EMmap
(Zhou et al., 2001) and an atomic structure (Nakagawa
et al., 2003) were available that enabled a detailed validation
of the precision of the 3D reconstruction process.

2. Methods

2.1. Fast rotational matching

We provide a brief summary of FRM, which has been
described in more detail elsewhere (Cong et al., 2003;
Kovacs et al., 2003). In 2D we express the relative positions
and rotations of two objects f and g (to be matched) by two
FFT-accelerated angular parameters and one remaining
linear parameter. We rotate both objects about their
respective center of mass while translating one of them
along the positive x-axis by a distance q (illustrated in
Fig. 1 of Cong et al., 2003). We resample the density to po-
lar coordinates, and the density functions become functions
of the radius r and the polar angle b (Cong et al., 2003).
Then, we expand a target density f (r,b) and a probe density
g (r,b) into Fourier space,

f ðr; bÞ ¼
XB�1

m¼1�B

f̂ mðrÞeimb ð1Þ

(similar for g), where f̂ m is the Fourier coefficient and the
number of B (bandwidth) is chosen according to the de-
sired angular sampling rate. Using the expansions of the
rotated and translated objects, we arrive eventually at an
expression for the FFT of the correlation function C as a
function of reciprocal angles m and n, and the linear scan
range q:

ĉðm; n; qÞ ¼ FFT2DC ¼ 2p
Z 1

0

ðĥnr;qÞm � f̂ mðrÞ � rdr; ð2Þ

where f̂ mðrÞ is the complex conjugate of the Fourier coeffi-
cient of object f, ðĥnr;qÞm is the factor containing all the infor-
mation about object g, which can be evaluated numerically.
The inverse FFT then yields C and the corresponding rota-
tional parameters for each value of q. Then, a peak search
strategy is carried out to determine the maximum correla-
tion value and the two corresponding rotational angles.
We repeat this procedure for each q within a certain range.
In practice, for alignment of images of roughly centered
particles, the maximum q will be small which allows for
an efficient scan.

2.2. Classification test image generation

A 3D electron density map of GroEL was generated
from PDB entry 1OEL after Gaussian low-pass filtering
to 5 Å using the EMAN program pdb2mrc (Jiang et al.,
2001; Ludtke et al., 1999, 2004). The map size was
128 · 128 · 128 voxels sampled at 1.9 Å/pixel. Ninety-three
projections of this reference map covering all projection
directions at an interval of 4� were generated using real-
space projection with tri-linear interpolation by the EMAN
program project3d. Then, each of the 93 projections was
randomly rotated and translated 10 times, thus 930 raw
images were generated. Besides, to simulate the particle flip
in real experimental data, half of the 930 raw images were
flipped. In addition, we added Gaussian white noise (using
EMAN program proc2d) to the data, generating four test
data sets with SNR levels of 0.15, 0.06, 0.04, and 0.03.
The SNR is defined as r2

signal=r
2
noise, following Joyeux and

Penczek (2002) and Cong et al. (2003). These randomly
rotated, translated, flipped, and noise-corrupted images
were then used in the classification test.



Fig. 1. Representative particles used in the classification tests. (A) Six
random projections of GroEL from PDB entry 1OEL after Gaussian low-
pass filtering to 5 Å resolution (cf. Section 2). (B–E) Projections in (A)
corrupted with Gaussian noise with SNR of 0.15, 0.06, 0.04, and 0.03,
respectively. Image size is 128 · 128 pixels with 1.9 Å/pixel.
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2.3. Reconstruction test image generation

To verify the overall performance of FRM alignment in
3D reconstruction, projection/reconstruction tests at differ-
ent noise levels were performed on simulated images, again
using GroEL (PDB entry 1OEL) as the test molecule. Here,
the simulated 5 Å structure was used to generate 4443 pro-
jections covering all projection directions. Each image was
randomly rotated and translated and Gaussian white noise
was applied, generating three testing data sets with SNR at
0.15, 0.06, and 0.04, respectively. The image size was
128 · 128 pixels with 1.9 Å/pixel. Usually, the 3D recon-
struction is performed in two stages: initial model genera-
tion and model refinement. Since we concentrate on the
alignment kernel performance, only the second stage was
conducted. The initial 3D model for the model refinement
was generated from the same atomic structure after a
Gaussian low-pass filtering to �21 Å resolution using the
EMAN program pdb2mrc (Jiang et al., 2001; Ludtke
et al., 1999, 2004). For each noise level, a 3D reconstruc-
tion with five rounds of iteration was conducted using
FRM and SCF alignment kernel, respectively, with 1.4�
angular sampling steps for projections. No filtering was ap-
plied in the final 3D reconstructions in all our GroEL
reconstruction tests.

2.4. 3D reconstruction of icosahedral particles using EMAN

EMAN was originally designed for image processing
and 3D reconstruction of single particles of low or no sym-
metry. As a result, support for large viruses of icosahedral
symmetry was less robust in both algorithms themselves
and algorithm implementations. Improvements in EMAN
have been made for processing large icosahedral viruses.
The overall logistics and programs of EMAN, such as
phase flipping in the preprocessing step, classification by
projection matching, CTF amplitude correction during
class averaging, and 3D reconstruction from class averages
using direct Fourier inversion, are maintained. The
improvements are mostly underlying modifications to the
EMAN refinement command refine and the lower level
programs indirectly called by refine, and are thus largely
transparent to the users. With these improvements, EMAN
now can process large icosahedral virus images as well as
other small lower symmetry particle images with essentially
the same user interface. The modifications have been vali-
dated with simulated data and experimental data of Rice
Dwarf Virus. The improvements will be described in more
detail in the EMAN documentation.

3. Results and discussion

In the following, we implemented FRM into EMAN
and carried out controlled classification accuracy tests as
well as 3D reconstructions at different noise levels using
simulated GroEL images. In addition, a reconstruction
from experimental RDV data is presented to validate the
reliability of FRM in dealing with real electron
micrographs.

We note that a detailed efficiency comparison among
FRM, SCF, and RPC in 2D has already been presented
elsewhere (Cong et al., 2003). For a full classification, the
total time spent on FRM is simply the 2D image alignment
time described elsewhere (Cong et al., 2003) multiplied by
the number of projection images. Also, our previous 2D
accuracy tests (Cong et al., 2003) showed that FRM and
RPC accuracies are comparable. Therefore, we have fo-
cused in this work on the accuracy comparison of FRM
with SCF only, and on the way the overall quality of the
3D reconstruction is affected by these two algorithms.

3.1. Classification accuracy

To evaluate the precision of the alignment kernels, we
carried out image classification tests at different noise levels
for both FRM and SCF. As a test case we chose GroEL,
which is a double-ring complex of two heptameric rings
stacked back-to-back, practically exhibiting D7 symmetry
(there are negligible deviations from 7-fold symmetry in
the known atomic structure that are irrelevant for the
low resolution tests conducted here). Four data sets with
SNR at 0.15, 0.06, 0.04, and 0.03 were generated as de-
scribed in Section 2. Representative raw images at different
noise levels are shown in Fig. 1. In the tests within this sec-
tion we used a 1.4� angular sampling for FRM and a 1.2�
angular sampling for SCF (the default value in EMAN for
this image size).

3.1.1. Alignment kernel performance

The performance of the two pure alignment algorithms
(without any additional sub-pixel refinement) in terms of
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correctly classified images is shown in Table 1. FRM im-
proves over SCF especially in cases of low SNR. For in-
stance, when SNR decreases to 0.03, �12% more
particles are correctly classified by FRM compared to
SCF. The classification error distributions at SNR 0.03
(Figs. 2A and B) demonstrate that the FRM classification
error is more localized within the 21 nearest-neighbor clas-
ses, whereas SCF exhibits a wider distribution over 67 out
of a total of 93 classes. Only at a relatively high SNR level
of 0.15 did SCF perform slightly better than FRM (2%
more images correctly classified). This phenomenon may
be attributable to a slightly better angular sampling preci-
Table 1
Classification accuracy achieved by FRM and SCF at different noise levels wi

SNR Correctly classified image numbers

0.15 0.06

FRM 759 (82%)b 646 (
SCF 777 (84%) 570 (

FRM + refine 892 (96%) 768 (
SCF + refine 872 (94%) 742 (

a Each data set contains 930 raw images and 93 projections.
b The value in the parentheses indicates the percentage of the correctly class

Fig. 2. Illustration of classification error distributions at SNR 0.03 with an
classification error distribution. Four hundred and sixty images are assigned to
classes, with 4� interval between each class. (B) Pure SCF alignment kernel
distribution of SCF (67) than the pure FRM (21). (C and D) FRM + refine/SC
step, SCF + refine still shows much wider class error distribution (61) than FR
sion of SCF (1.2�) than FRM (1.4�) and a better perfor-
mance of SCF at such high SNR levels (Cong et al.,
2003). However, electron micrographs are usually noisier,
so in typical EM applications FRM would perform better.

This performance advantage of FRM at low SNR can
be explained by the algorithmic details. First, in the SCF
method, the rotational angle is determined through calcu-
lating the angle between the SCFs of a pair of images.
Here, the SCF is the inverse Fourier transform of the
amplitude spectrum of an image (Schatz and van Heel,
1992; van Heel et al., 1992, Eq. (5)), therefore, only the
amplitude is considered while the important phase
th and without the additional sub-pixel refinementa

0.04 0.03

69%) 536 (58%) 460 (49%)
61%) 455 (49%) 346 (37%)

83%) 696 (75%) 603 (65%)
80%) 626 (67%) 481 (52%)

ified images among the total 930 images.

d without sub-pixel local refinement. (A) Pure FRM alignment kernel
the correct classes, while 149 images are assigned to the nearest neighbor
classification error distribution, which shows a much wider class error
F + refine classification error distribution. Even with the local refinement
M + refine (18).
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information is ignored. But in FRM both the amplitude
and the phase information are fully employed in the calcu-
lation. Moreover, since the FFT operates on cyclical angle
variables in FRM, there is no boundary problem typically
associated with the use of FFT in linear variables such as in
SCF. Finally, FRM yields the rotational and translational
parameters simultaneously, avoiding any rotational inter-
polation error associated with SCF.

3.1.2. Effect of local refinement

To test the effect of the additional sub-pixel local refine-
ment on the classification accuracy, we repeated the above
test with the local refinement option turned on. The results
listed in the lower section of Table 1 clearly indicate the
advantage of using this refinement for both FRM and
SCF. For instance, the correctly classified image numbers
increase by more than 10% for both methods at different
noise levels.

While the local refinement step is beneficial to both meth-
ods, FRM + refine still yields a better classification perfor-
mance. For example, at SNR 0.03 FRM + refine
successfully assigns 122 more raw images (13% of a total of
930) to the correct classes compared to SCF + refine. Clear-
ly, if the initial alignment is unsuccessful, a local refinement
has limited chance to correct it. This can also be validated by
the classification error distributions illustrated in Fig. 2. The
pure SCF classifications (Fig. 2B) span a wide error range of
up to 67 classes; and the local refinement decreases this error
range only slightly to 61 classes (Fig. 2D).

In summary, the above classification tests demonstrate
that FRM can considerably improve the classification
Fig. 3. GroEL 3D reconstructions at different noise levels utilizing FRM and
(A–C) FSC between the (FRM or SCF) reconstruction and the low-pass filtere
(D–F) FSC between the (FRM + refine or SCF + refine) reconstruction and t
0.04, respectively.
accuracy, which makes better use of available raw images
and promises to yield higher quality 3D reconstructions.

3.2. 3D reconstruction performance

In this section, various reconstructions of simulated
GroEL images at three different noise levels are presented
to validate the robustness of FRM in the overall 3D recon-
struction procedure. The corresponding SCF reconstruc-
tions are presented as a control.

3.2.1. Alignment kernel performance

In Figs. 3A–C, we illustrate the resolution assessments
of reconstructions with the two pure alignment kernels
without sub-pixel local refinement. For the resolution
assessment, we use the half-maximal Fourier shell correla-
tion (FSC) criterion (Böttcher et al., 1997; Malhotra et al.,
1998; van Heel, 1987) between the 3D reconstruction and
the 5.0 Å low-pass filtered X-ray structure.

As illustrated in Fig. 3A, at SNR of 0.04 the FRM map
resolution is 8.0 Å, whereas the SCF map resolution is
10.6 Å, so FRM yields a significant 2.6 Å resolution
improvement. At higher SNR, such as 0.06 and 0.15, the
FRM kernel still outperforms SCF (2 Å resolution
improvement). These considerable resolution improve-
ments clearly demonstrate the better image alignment
afforded by FRM.

3.2.2. Effect of local refinement

The FSC curves in Figs. 3D–F demonstrate that the
additional sub-pixel local refinement improves the
SCF alignment kernels with and without additional sub-pixel refinement.
d X-ray structure (see text) with SNR of 0.15, 0.06, and 0.04, respectively.
he low-pass filtered X-ray structure (see text) with SNR of 0.15, 0.06, and
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resolution for both kernels, especially for SCF. For in-
stance, at SNR 0.06, the local refinement increases the
FRM resolution from 7.4 to 7.2 Å, while for SCF, a con-
siderable improvement from 9.4 to 8.0 Å was observed.
Nevertheless, FRM + refine consistently yields higher reso-
lutions than SCF + refine, e.g., at SNR 0.04, FRM + refine
outperforms SCF + refine by 1.1 Å, whereas pure FRM
originally outperformed SCF by 2.6 Å.

3.3. 3D reconstructions from experimental data

In this section, we use experimental electron micro-
graphs of RDV to validate the realistic performance of
FRM in the 3D reconstruction process. RDV is a dou-
ble-shelled icosahedral particle with approximately 700 Å
diameter. The 3D structure of RDV was determined at
6.8 Å with 3261 unique particles in the final reconstruction
Fig. 4. Representative RDV raw images (from close-to-focus micro-
graphs) collected in a JEOL 4000 electron microscope. Image size is
300 · 300 pixels with 2.8 Å/pixel.

Fig. 5. RDV resolution assessment. (A and B) Two estimates of the fina
resolution improved with increasing number of unique particles in the final
FRM + refine/SCF + refine reconstruction model and the previous model
(For interpretation of the references to color in this figure legend, the rea
l FRM
recon
(Zho
der is
by single-particle electron microscopy (Zhou et al., 2001).
Later on, an X-ray structure was reported (PDB code
1UF2, Nakagawa et al., 2003). The availability of both
the EM 3D reconstruction and the X-ray structure makes
RDV an appropriate model to validate the reconstruction
performance of the alignment algorithm. Only part of the
previous experimental image data from Zhou�s reconstruc-
tion was used, also different reconstruction packages were
employed in our reconstruction and the previous one
(Zhou et al., 2001). It should be pointed out that this is
the first 3D reconstruction of icosahedral particles using
EMAN at sub-nanometer resolution (cf. Section 2).

3.3.1. Resolution estimation
In contrast to the use of focal pair images in the previous

reconstruction (Zhou et al., 2001), we used only the close-
to-focus micrographs in the following reconstruction tests.
The close-to-focus images, as illustrated in Fig. 4, are
extremely noisy but they do contain more high resolution
information. Five rounds of iteration were carried out for
both FRM and SCF kernels with 1.4� angular sampling
precision. In addition, the sub-pixel local refinement func-
tion was turned on for both reconstructions. We estimate
the final resolution by the half-maximal FSC between
two models generated from half of the data set (Böttcher
et al., 1997; Malhotra et al., 1998; van Heel, 1987).
+ refine/SCF + refine reconstruction resolutions by T test. The effective
struction. The resolution estimate in (C and D) shows the FSC between the
u et al., 2001), whose results are in accordance with the T test in (A and B).
referred to the web version of this paper.)
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Our test was conducted in two steps. In the first step, the
same data set containing 1100 raw particles was used for
both reconstructions. Six hundred and thirty-seven unique
raw particles were used in the FRM + refine final recon-
struction leading to a model with the effective resolution
11.2 Å (blue line in Fig. 5A); while for the SCF + refine
reconstruction with 638 unique particles, the resolution
was estimated at 12.4 Å (blue line in Fig. 5B), which is
1.2 Å lower than that of the FRM + refine map. In the sec-
ond step, while using a larger data set containing 3500 par-
ticles, the effective resolution of FRM + refine
Fig. 6. Surface representations of the reconstructed RDV density maps. (A)
reconstruction model contoured at 2.4r. The regions within the purple frame in
SCF + refine reconstructions shown in (A) and (B). (E) The asymmetric unit
secondary structural features. Arrows point to the four 1/3 unique trimers, in
rendered by UCSF Chimera (Pettersen et al., 2004).
reconstruction increased to 9.3 Å with 2888 unique parti-
cles involved in the final reconstruction (black line in
Fig. 5A); whereas for the SCF + refine map the resolution
was estimated at 10.1 Å with 2815 unique particles from
the same data set (black line in Fig. 5B). Both of the final
structures from the two methods were masked using the
iterative auto-masking procedure automask2 in EMAN
programproc3d with the mask extended by 6 voxels
(16.8 Å) from the typical rendered isosurface (Ludtke
et al., 2001, 2004). Furthermore, to validate these resolu-
tion assessments, we calculated the FSC between our
FRM + refine reconstruction model contoured at 2.4r. (B) SCF + refine
(C) and (D) are the asymmetric units enlarged from the FRM + refine and
from the 8.4 Å resolution low-pass filtered X-ray structure, indicating the
cluding one P, Q, R, S and 1/3 of T. All 3D structures in this paper were
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FRM + refine model and the previous model (Zhou et al.,
2001). As illustrated in Figs. 5C and D, for FRM + refine
the limiting FSC between the two maps is 9.1 Å (Fig. 5C),
while for SCF + refine the limit is 10.0 Å (Fig. 5D). The
resolution estimates show good agreement, and verify that
in dealing with very noisy experimental EM data,
FRM + refine still outperforms SCF + refine, yielding a
slightly (about 1 Å) higher resolution in this example.

3.3.2. Reconstruction validation

To further validate the reliability of our reconstructions,
we visually compared the FRM + refine and SCF + refine
reconstructions (Figs. 6A and B) with the previous recon-
struction (Fig. 1D in Zhou et al., 2001). In addition, we
illustrate the outer shell P8 trimer subunits in the icosahe-
dral asymmetric unit from our reconstructions (Figs. 6C
and D) and from the X-ray structure (PDB entry 1UF2)
which was low-pass filtered to a slightly higher 8.4 Å resolu-
tion to better illustrate the structural features (Fig. 6E). A
visual comparison between the overall maps (Figs. 6A
and B) as well as a detailed inspection of the asymmetric
P8 trimer subunits (Figs. 6C–E) reveals that the overall
shape and symmetry of FRM and SCF reconstructions
are very similar to that of the previous reconstruction (Zhou
et al., 2001), and both have very well revealed the outer shell
icosahedral symmetry with the T = 13l icosahedral lattice.

The fact that the outlines of helical regions can still be rec-
ognized down to the resolutions of 1/7 to 1/10 Å�1 (Chiu
et al., 2005; Frank, 1996) permits us to quantify the
FRM + refine reconstruction in an additional way. As illus-
trated in Fig. 7, by utilizing the Situs package (Chacón and
Wriggers, 2002) we docked the P8monomer X-ray structure
(segmented from PDB entry 1UF2) into the corresponding
P8 monomer density map segmented from the full
FRM + refine reconstruction map (Jiang et al., 2001;
Fig. 7. Outer shell protein P8 extracted from the FRM + refine reconstructio
code 1UF2). (A) P8 monomer density map (contoured at 0.9r) and a ribbon d
direction. In (A) and (B), the orange circles highlight the well fitted a-helix po
Ludtke et al., 1999). From the superimposedmap, especially
the regions within the orange circles illustrated in Fig. 7, one
can clearly see that the three turn a-helix (Fig. 7A) and the
connected five and three turn a-helixes (Fig. 7B) were all
very well fitted into the sausage-shaped densities.

The above visual inspection and docking test clearly
demonstrate that utilizing the FRM alignment kernel can
accomplish reliable 3D reconstructions directly from
extremely noisy experimental data sets even in the absence
of focal pairs.

4. Conclusion

In the current work, we fully integrated our recently
developed FRM method as an alignment function into
the single-particle analysis package EMAN. We have revis-
ited the alignment of images with FRM to focus for the
first time on the 3D reconstruction performance.

In reference-based reconstruction, if a raw image cannot
be assigned to the correct reference class or a near neighbor
class, it will either be discarded later in the class averaging
procedure, or worse, pollute the final reconstruction. Con-
sequently, the accuracy of the classification procedure,
which heavily depends on the performance of the align-
ment algorithm employed, is one of the key factors to en-
sure a successful 3D reconstruction. Therefore, we first
tested the classification accuracy on simulated GroEL data.
Our examinations demonstrate that FRM exhibits 13%
better classification accuracy with much narrow classifica-
tion error distribution range than SCF (21 vs. 67) at a rel-
ative low SNR of 0.04. Unlike the SCF method which
ignores the important phase information during calculating
the rotational angle, the FRM method retains both ampli-
tude and phase information, avoiding the intrinsic sensitiv-
ity to noise associated with the SCF method.
n (shown in Fig. 6A) compared to a P8 monomer atomic structure (PDB
iagram of the X-ray structure. (B) Panel (A) rotated 90� in the clockwise
sitions.



112 Y. Cong et al. / Journal of Structural Biology 152 (2005) 104–112
The GroEL 3D reconstruction tests at various noise lev-
els show that a considerable resolution improvement is
achieved by FRM compared to SCF method in the absence
of local sub-pixel refinement. For example, at an SNR of
0.04, FRM outperforms SCF by 2.6 Å with improvement
from 10.6 to 8.0 Å resolution, which clearly validates the
robustness of FRM at high noise. With local refinement
the performance advantage is less pronounced but still sig-
nificant. Accordingly, employing a sub-pixel local refine-
ment after the initial alignment is a meaningful choice to
improve alignment accuracy; however, one needs to bear
in mind that a local refinement can improve the alignment
accuracy only if the initial alignment was successful.

The reconstructions based on the experimental RDV
EM images also support that FRM is a reliable and robust
alignment kernel that provides a resolution gain in the 3D
reconstruction procedure. The observed gain in resolution
(9–11%) is significant. We have demonstrated that simply
by utilizing a better algorithmic approach the resolution
of 3D maps could be enhanced, in principle, even years
after the data were collected. In summary, FRM is a pow-
erful novel alignment kernel that will be useful in applica-
tions where the experimental images are extremely noisy.
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